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Working group: Probabilistic and Interactive Machine Learning

3 key research "directions"

• Reinforcement Learning
▪ Reward / constraint inference
▪ Exploration & abstraction

• Interactive machine learning
• Probabilistic (Generative) Models

The group
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Motivation

[C. Morrison et al., CHI’21]
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Key goals and challenges

Intelligent agents enabling
efficient & seamless collaboration

Challenge: Collaboration in the face of

• (significant) mismatch in inputs,
• (initially) non-aligned goals and constraints,
• (complex) large state spaces

Teaching and learning
desired and undesired behavior
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Reinforcement learning in a nutshell
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Past and future work

2018 2019 2020 2021 2022 2023 2024

NeurIPS’18 NeurIPS’19
NeurIPS’21

ICML’22

in submission

AAMAS’23

IJCAI’22

new stuff

Teaching and learning under mismatch

• Reward linear in expert’s features: r.s/ = ⟨𝜙E,w¡
⟩

• NeurIPS’18: Learner’s 𝜙L and expert’s features 𝜙E differ
• NeurIPS’19: Constraints/prefs. on feature expectations
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Past and future work

2018 2019 2020 2021 2022 2023 2024

NeurIPS’18 NeurIPS’19
NeurIPS’21

ICML’22

in submission

AAMAS’23

IJCAI’22

new stuff

Effectively learning about rewards & constraints

• NeurIPS’21/ICML’22/AAMAS’23/in submission: Different FB
types / constraints / information directed learning
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Past and future work

2018 2019 2020 2021 2022 2023 2024

NeurIPS’18 NeurIPS’19
NeurIPS’21

ICML’22

in submission

AAMAS’23

IJCAI’22

new stuff

Understanding large state spaces

• IJCAI’22 / ongoing: Abstractions of large state spaces
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Past and future work

2018 2019 2020 2021 2022 2023 2024

NeurIPS’18 NeurIPS’19
NeurIPS’21

ICML’22

in submission

AAMAS’23

IJCAI’22

new stuff

What’s next/ongoing—collaborations welcome

• Active 3rd person imititation learning
• Deeper understanding about learning from stop-feedback
• Abstractions for efficient exploration
• Policy design for continual reinforcement learning

[Photo credit: vog.photo] 9



References

• Luis Haug, Sebastian Tschiatschek, Adish Singla, Teaching inverse
reinforcement learners via features and demonstrations, NeurIPS’18

• Sebastian Tschiatschek, Ahana Gosh, Luis Haug, Rati Devidze, Adish Singla,
Learner-aware Teaching: Inverse Reinforcement Learning with Preferences and
Constraints, NeurIPS’19

• Cecily Morrison, Edward Cutrell, Martin Grayson, Anja Thieme, Alex Taylor, Geert
Roumen, Camilla Longden, Sebastian Tschiatschek, Rita Faia Marques, Abigail
Sellen, Social Sensemaking with AI: Designing an Open-ended AI experience
with a Blind Child, CHI’21

• David Lindner, Matteo Turchetta, Sebastian Tschiatschek, Kamil Ciosek, Andreas
Krause, Information Directed Reward Learning for Reinforcement Learning,
NeurIPS’21

• Han Dongge, Sebastian Tschiatschek, Option Transfer and SMDP Abstraction
with Successor Features, IJCAI’22

• David Linder, Sebastian Tschiatschek, Katja Hofmann, Andreas Krause
Interactively Learning Preference Constraints in Linear Bandits, ICML’22

• Sebastian Tschiatschek, Maria Knobelsdorf, Adish Singla, Equity and Fairness of
Bayesian Knowledge Tracing, EDM’22

• Silvia Poletti, Alberto Testolin, Sebastian Tschiatschek, Learning Constraints
From Human Stop-Feedback in Reinforcement Learning, AAMAS’23

10


